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# Aerial Analytic Trianģullation Investigation, Wyoming Interstate 80 

Y THE OFFICE OF<br>NGINEERING AND OPERATIONS<br>UREAU OF PUBLIC ROADS

Reported by ${ }^{1,2}$ JESSE R. CHAVES,<br>Highway Engineer, Aerial Surveys Branch,<br>Highway Standards and Design Division

## Introduction

NTEREST OF highway location and design engineers in the use of analytic (matheatical) aerial triangulation prompted the vestigation reported here on this suppleantal control used in photogrammetric mapag. Conventional analog aerial triangulation th first order bridging instruments and ound control surveys heretofore have been ed to provide the ground position and elevain points - the supplemental control-needI for the absolute orientation of stereoscopic odels in photogrammetric instruments for rge scale topographic mapping with small intour intervals. Now electronic digital mputers have made it possible to use bridg$g$ for supplemental control for small scale pographic mapping. Although analytic idging was understood and used by a few Igineers before 1960 , only recently have ghway engineers become interested in its pplication to highway engineering mapping. need existed, therefore, to evaluate the alatic approach for extending surveyed ound control to determine how accurate e computed control data would be for aerial apping by photogrammetric equipment and aterials presently available to highway ganizations.
The decision to investigate the use of lalytic aerial triangulation for highway rveys was made because:

- Conventional ground control surveys are pensive, time consuming, and sometimes fficult to make. Analytic extension of ound control points would minimize the sed for so many ground control points and nit the number of positions and elevations lat would have to be surveyed on the ground.
- Electronic digital computers are available r use of most highway organizations.
- The monocomparator required in the rial analytic triangulation procedure to easure the $x$ and $y$ photographic plate codinates can be bought for much less than le conventional analog, optical train bridgg instruments. Also less training is required ir the monocomparator operators to success-

[^0]
#### Abstract

The potential for the use of analytic (mathematical) aerial triangulation to establish supplemental control points for large scale highway mapping can be developed, according to the results of the investigation reported in this article. At present, investigation of all facets of photogrammetry as aids for highway location, route selection, design, and construction is being urged. As more use is made of aerial photography, a more expeditous method of mapping from aerial photographs is being sought. The analytic aerial triangulation method, in which computers are used to establish supplemental control points and thereby curtail the number of ground survey points otherwise required, has been applied to small scale mapping of projects to a limited degree. But, little investigation has been made as to the accuracy that might be obtained if this method were to be applied to large scale mapping of projects.

Although aerial analytic triangulation is a potentially useful method, operational techniques and hardware should be refined, according to the author. He notes that present aerial cameras are neither designed nor calibrated for analytical photogrammetry. To take full advantage of the mathematical techniques, some slight design changes in aerial cameras and related equipment will be needed.


fully measure the $x$ and $y$ coordinates of image points on glass plate transparencies of the aerial photographs than for the operation of the optical train bridging instruments.

- The aerial analytic triangulation method has the potential required to provide data for accurate photogrammetric mapping for highway location and design. Also, this method is potentially more flexible than the conventional analog types of bridging instruments.


## Preliminary Evaluation

Results obtained in a preliminary evaluation of analytical photogrammetry encouraged the author to continue the investigation reported here. The mathematical procedures developed by the Coast and Geodetic Survey $(1)^{3}$ were used in the preliminary evaluation; they were modified slightly and programed in the Fortran language. The mathematical procedures (1) have since been replaced by a method called three-photo aerotriangulation (2). The preliminary evaluation (3) of the analytic method was made in 1964 on an 18,000-foot segment of Interstate Highway 66 in Fairfax County, Va., and reported by the author in his master's thesis, Survey Control Extension by Analytic Aerotriangulation for Highways, submitted to Syracuse University, September 1965. In this work,

[^1]seven photographs, taken with a Wild 6 -inch focal length aerial camera at a scale of $1: 8,400$, were analytically bridged. A monocomparator was used to measure $x$ and $y$ coordinates of natural images and targeted points on the photographic glass plate transparencies of the aerial photographs. Seconddegree cantilever strip adjustments were made by using three horizontal and six vertical control points. The resultant root mean square errors (RMSE) on test points were 0.41 foot for the horizontal and 0.71 foot for the vertical ground coordinates.

## Objectives

The results of the preliminary evaluation of the analytic method encouraged the author to undertake the research reported in this article. Eight major objectives were established for the investigation of aerial analytic triangulation on Wyoming Interstate Highway 80, as described in the following statements.

- To analytically bridge 11 photographs (10 stereoscopic models) taken at a scale of $1: 6,000-500$ feet to 1 inch-with a 6 -inch focal length aerial camera lens.
- To evaluate the effect of analytically bridging photographs that had been drilled with a Wild PUG point transfer device.
- To develop computer programs written in the Fortran language, to perform a coordinate transformation of image points on the photographic glass plates that have side fidu-


Figure 1.-Average radial distortion curve for Zeiss Pleogen lens.
cial marks, and to apply a polynomial curvefitting technique to compensate for the effects of radial lens distortion.

- To determine the density and distribution of ground control needed for adequately adjusting a strip of 10 stereoscopic models.
- To determine the degree of strip adjustment needed for a strip of 10 stereoscopic models.
- To analyze photographic materials and photogrammetric instruments, equipment, and methods as possible sources of error in the analytic system of bridging.
- To revise the cantilever adjustment program originally written for use on an IBM 1401 for the IBM 7010 system.
- To make recommendations for improving and implementing the analytic method and suggest needed research.


## Conclusions and Recommendations

The aerial analytic triangulation method is potentially useful as a method for obtaining accurate supplemental data that can be used in the compilation of topographic maps for highway location and design, according to results obtained in the investigation reported here. The author cautions, however, that operational techniques and hardware should be refined to overcome the four main sources of error in the computation of the $X, Y$, and $Z$ coordinates of selected points on the ground. These four sources of error that affected the accuracy of results obtained in the investigation were: Film deformation, pass point transfer, $x$ and $y$ coordinate measurements of points on the glass plate transparencies, and ground control.

Most present aerial cameras are neither designed nor calibrated for analytical photogrammetry. To take full advantage of mathematical techniques to compensate for errors, some slight design changes in aerial cameras and related equipment undoubtedly will be needed.
In future investigations of aerial analytic triangulation for highway mapping, the author recommends that consideration be given to use of the equipment and methods listed here: (1) color diapositive plates; (2) aerial cameras equipped with eight fiducial marks or a reseau grid; (3) stereocomparator (4) ; (4) photograph scales of $1: 12,000$ or smaller; (5) other mathematical methods of aerial analytic triangulation described in references ( $2,5,6,7$, and 8 ),
and different point transfer and marking devices.

The conclusions and recommendations were based on the findings discussed in the summary at the end of this article.

## Test Procedures and Results

Eleven photographs at a scale of $1: 6,000$ were selected from a flight strip taken in July 1963 by the Continental Engineers, Inc., Denver, Colo., for mapping a corridor for Wyoming Interstate Highway 80 between Green River and Rock Springs in southwest Wyoming. These 11 photographs covered a strip of topography that was approximately 4,500 feet wide and 20,000 feet long and that had a light to moderate brush cover. The photographs were taken, from an average flight height of 3,000 feet, with a Zeiss RMK A 15/23 aerial camera equipped with a Pleogon
lens having a calibrated focal length of 1545 $\mathrm{mm} . \pm 0.02 \mathrm{~mm}$. and a maximum apertur of $\mathrm{f} / 5.6$. The average radial lens distortion bied on determinations made on two radii did ot exceed $\pm 5$ microns, as shown in figur 1 . The distortions were determined withinat accuracy of 2 microns. The distance betren the fiducial marks in both directions $226.00 \mathrm{~mm} . \pm 0.02 \mathrm{~mm}$. The negative m used had an estar base from which diaposive plates (Kodak Aerographic Positive Pliss, Improved, 0.25 inch thick) and photogratie prints were made with a LogEtronics $\mathrm{Cl}_{18}$ automatic dodging printer.

## Image selection

The image points used in the triangula experiment were those for which grand control data were available. These cor-ol points had been surveyed for use in compng topographic maps of a corridor along It state Highway 80 in Wyoming. The pats measured were images of targets and impes of natural objects that had been selecte in accordance with the mapping needs of he project. Pass points for each stereosevic model were selected in the usual rectangar pattern in the six classical locations. or three additional points were selected inhe area of triple overlap of the photographsior each two adjacent stereoscopic models s as to ensure that enough acceptable points we available for the scaling of one stereosctic model to another in the cantilever assemly. All image points, targeted and natural, led in the triangulation were predrilled wit a Wild PUG 3-point transfer device equired with drills having a diameter of 60 micrss.


Figure 2.-Nistri monocomparator, model TA1/P and accessory equipment.

Table 1.-Errors in horizontal coordinates from third degree adjustments

| Point | Errors in horizontal coordinates from third degree adjustments - |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
|  | $X$ | $Y$ | $X$ | $Y$ | $X$ | $Y$ | X | $Y$ | X | $Y$ |
| Number$5-1$ <br> $3 W-45$ <br> $3 W$ <br> $3 W$ <br> $3 W$$+\ldots \ldots \ldots$ | $\begin{array}{r} \text { Feet } \\ 0.95 \\ 1-0.02 \\ 0.14 \\ 0.31 \end{array}$ | $\begin{gathered} \text { Feet } \\ -0.68 \\ -0.09 \\ 0.31 \\ 0.45 \end{gathered}$ | $\begin{gathered} \text { Feet } \\ 0.86 \\ 1-0.05 \\ -0.02 \\ 10.10 \end{gathered}$ | $\begin{gathered} \text { Feet } \\ -0.74 \\ -0.18 \\ 0.18 \\ -0.29 \end{gathered}$ | $\begin{gathered} \text { Feet } \\ 0.91 \\ 1-0.04 \\ -0.05 \\ 1-0.03 \end{gathered}$ | Feet -0.58 -0.09 0.18 0.22 | Feet <br> $-0.96$ <br> ${ }^{1} 0.00$ <br> ${ }^{1} 0.00$ <br> 0.02 | $\begin{gathered} \text { Feet } \\ -0.64 \\ -0.14 \\ -0.19 \\ -0.33 \end{gathered}$ | $\begin{aligned} & \text { Feet } \\ & 1-0.02 \\ & 0.71 \\ & -0.29 \\ & -0.14 \end{aligned}$ | $\begin{array}{r} \text { Feet } \\ -0.05 \\ 0.53 \\ 0.74 \\ 0.67 \end{array}$ |
| $\begin{aligned} & 2-1 \\ & 2-\ldots \\ & 3 W-41 \\ & 1-2 \ldots \\ & 10-1 \end{aligned}$ | -0.29 -0.30 -0.08 -0.80 -0.73 | - -0.61 1.21 0.28 0.10 0.12 | -0.44 -0.38 $1-0.13$ 0.75 -0.69 | 0.47 -0.01 0.08 -0.09 -0.12 | -0.42 0.04 10.08 -0.36 -0.38 | 0.45 0.79 0.15 -0.36 -0.47 | -0.42 -0.28 10.00 -0.49 -0.50 | 0.52 0.88 -0.07 -0.32 -0.39 | -0.46 -0.38 1 -0.13 -0.88 -0.89 | $\begin{array}{r} -0.97 \\ -1.22 \\ 0.22 \\ -0.22 \\ -0.08 \end{array}$ |
| $\begin{aligned} & 18-1 \\ & 19-1 \\ & 3 \mathrm{~W}-38 \\ & 3 \mathrm{~W}-37 \\ & 3 \mathrm{MC}-131 \end{aligned}$ | -0.88 0.83 0.23 -0.01 10.05 0.68 | 0.91 0.21 -0.49 0.30 -0.01 | -0.80 0 0.29 10.09 10.02 0.71 | 0.80 0.07 -0.56 0.37 0.33 | -0.30 0.77 -0.49 10.00 -0.85 | -0.41 -0.22 -0.97 0.02 0.08 | -0.42 0.64 0.40 00.00 0.78 | 0.46 -0.18 -0.93 0.01 0.06 | -1.21 1 -0.08 -0.49 -0.72 10.13 | -0.37 -0.37 -0.27 -0.91 0.11 -0.09 |

${ }^{1}$ Horizontal control points used to adjust strips.

## Pnt transfer and marking

'he accuracy with which pass points are : thisferred to a photographic strip materially a.cts the results. Obviously, precise $x$ and $y$ masurements made for a point but inaceately transferred are of no value. At the d pent time considerable research is being a ceducted on different aspects of the measuremat procedure, including evaluation of the uityes of point transfer and marking devices

At present no general agreement exists waong those concerned as to the efficiency al reliability of the different types of inisliments and devices. When using a monocWue comparator it is a practical necessity to u some form of point transfer and marking sttem. Point transfer should be precise and sfeoscopically correct. Measurement of pte coordinates is considerably facilitated at the possibilities of blunders from misichtification of corresponding images are mumized. Targeted points, however, can b.ocated and measured readily without their lcitions having been premarked on the dpositive plate.

Trimarily because of the inexperience in use 0 the PUG point marking and transfer insfiment, some errors were introduced into t1 analytic system on the test project. Itermining the magnitude of these errors, hvever, was considered impracticable. Most o he drilled holes were nonuniform in shape al size. Some targeted control points were d led off center. Observation made with Kelsh instrument of each stereoscopic ndel in the strip of photographs showed lack 0 stereoscopic correspondence of the drilled hes with the ground surface for a significant n nber of the points. Based on this stereois sic analysis, digging or floating points were I. used as control points for the strip adjltments. A comparison was made between t sign of the errors in the computed elevaths and their positions were noted in the sreoscopic models as being either on, above, abelow the ground surface.
There was a definite correlation between t sign of the errors in elevation and the Oierved elevation of the holes in the stereospic models. No actual elevation measure-
ments were made because a significant number of the drilled holes could not be seen in the stereoscopic model. However, the transfer of points is only one source of error known in the investigation reported here.

## Measurements

The $x$ and $y$ coordinate measurements were made with the Nistri Monocomparator, Model TA1/P, which provided both digital readout and typewritten outputs. This monocomparator is shown in figure 2 . The monocomparator had been calibrated a few months before measurements were made. The smallest reading possible on this monocomparator is 1 micron. The diapositive plates were measured with the emulsion side down under a $10 \times$ magnification. The objective lens on this particular instrument was equipped with a 20micron measuring mark. Measuring marks of other sizes are available from the manufacturer of the instrument. The coordinate output of this particular monocomparator was in a left-handed system. Provision was made in the coordinate transformation program to change the coordinate system into a right-handed system, so that all coordinates increased along the $y$ axis away from the observer and to the right along the $x$ axis. A simple wiring modification can be made at the factory to produce output directly in the right-handed system. Measurements were made in an air-conditioned room at $72^{\circ} \mathrm{F}$. Periodic checks were made for possible instability. The instrument and accessory equipment had excellent stability throughout the measurement operations. It took about 1 hour to measure an average of 25 drilled holes per photographic plate and the 4 fiducial marks. Each of the drilled holes was measured three times and each of the fiducial marks was measured six times. The mean of these measurements was accepted as true $x$ and $y$ coordinates for each point, respectively. The measured points were always approached with the measuring mark from the same direction to avoid the possibility of screw backlash, although screw backlash had been determined to be only 2 or 3 microns in magnitude.


Figure 3.-Flow chart of aerial analytic triangulation.

## Computations

Two electronic digital computers were used to make the mathematical computations of the analytic bridge. The cantilever strip adjustment program, which provided the $X$, $Y$, and $Z$ ground coordinates of each measured point, was used in an IBM 7010 computer, which had a 60 K digital storage capacity; all other programs were used in an IBM 1401, which had a 12 K digital core memory.

Basic ground control was surveyed in a closed traverse approaching second order accuracy. Points identified in table 1 by the prefix SW were included in this traverse. All other ground surveyed points were assumed to be of at least third order accuracy, although no survey closure checks were actually made. The Electrotape and Tellurometer electronic distance measuring instruments and a Wild, T-2 Theodolite, were used to make the survey.

A generalized flow chart of analytic aerial triangulation used in the investigation reported here is shown in figure 3 and the basic computational concepts and procedures are described in the following paragraphs.

Certain mathematical operations must be completed to assure that the measured $x$ and
$y$ coordinates will be suitable for use in the analytic triangulation. These operations include the averaging of each set of coordinate measurements; converting the coordinate system from a left-handed to a right-handed system; performing a mathematical translation and rotation of the measured photographic plate coordinates; making compensation for film deformation; and correcting radial lens distortion.

## Plate coordinate averages

The measurements made with the monocomparator are recorded in typed form. Card punching was performed directly from the typewritten record of the monocomparator measurements. Averages were computed with two separate computer programs for the three measurements made on each of the image points (drilled holes) and for the six measurements made on each of the fiducial marks. In the computer programs, the monocomparator measurements of the left-handed coordinate system were converted to a righthanded system by subtracting all $x$ coordinates from an arbitrary constant.

When diapositive plates are placed on the monocomparator stage for measurement, the $x$ and $y$ axes of the photographic plate must be oriented physically parallel to the respective axes of the monocomparator, or some means must be provided for mathematical rotation so the two coordinate systems will be coincident. The relation of these axes is shown in figure 4. The orientation of a plate so that its axes are precisely parallel to the monocomparator axes is a time consuming procedure. Consequently, it is expedient to place the plate on the monocomparator so that the respective axes are more or less parallel, and then mathematically translate and rotate them to coincidence. The mathematical procedure is based on the instrument measured coordinates of the measured fiducial marks. The mathematical rotations are made by using standard rotation equations from analytic geometry. The resultant translated and rotated coordinates for all points measured on each photographic plate can then be referenced to the principal point of the photograph.

## Film deformation

Plastic films are subject to dimensional change between the time of photographic exposure in the aerial camera and the printing of diapositives on optically flat glass plates. Therefore, some means of compensating for the movement of images is necessary. For cameras equipped only with four side fiducial marks, the only compensation possible is a comparison of the distances between the marks in two directions on the printed diapositive with those in the aerial camera. The distances between fiducial marks in the aerial camera may be furnished by the manufacturer or it can be measured on a diapositive plate (flash plate) that previously has been exposed directly to the aerial camera. Two scale factors were developed for each plate based on the distances between the fiducial
marks reported by the manufacturer and those determined for each plate in the $x$ and $y$ directions. The $x$ and $y$ coordinates of all measured points were then multiplied by the respective film deformation correction factors.

Results obtained by comparing distances between fiducial marks in both directions on the measured photographic plates with dis-
only the four side fiducial marks could measured. Film deformation is one of sources of error in the analytic systempt aerial triangulation. Recently develor 1 scale stable base films, such as estar base, a factor in helping to curtail film deformat and thus minimize this correction methoc a source of error.


Figure 4.-Relation of diapositive plate to monocomparator axes at time of measuremet.
tance between the same marks recorded on the camera calibration certificate were remarkably uniform in the deformation of estar base photographic film. The dimensional change in both the $x$ and $y$ photographic plate axes was about the same, as shown in table 2. All the computed linear factors for film deformation were less than unity, which indicated the estar base photographic film had expanded rather than shrunk in both directions. The average computed factors from all of the $x$ and $y$ measurements of fiducial marks on the separate photographic plates were 0.999676 and 0.999746 , respectively.

This method of correction, based on the distance between side fiducial marks is not as accurate a method as would be desirable because film deformation is random and nonlinear. No better method could be devised for compensating for film deformation when

One possible solution to the problem of m deformation would be the use of glass $x$ posed directly in the aerial camera. 7 is would eliminate need for film distor on compensation. However, no better accury in locating points can be expected as gss plate cameras use smaller formats and posion accuracy is proportional to the scale of he photograph. The use of reseau equipid cameras might improve the accuracy (). However, some practical considerationsat present limit the use of these two techniqs. One approach currently being employecto improve accuracy is the use of aerial camas having eight rather than four fiducial mas. This permits more adequate mathematal restitution of points displaced by film mie ment (11). The distance between fiducial mks reported by the manufacturer of the cants used in this project was only to an accurac of $\pm 20$ microns, and the diameter of the fidual
$k$ holes was 250 microns. Locating the ise center of such fiducial marks with a suring mark only 20 microns in diamwas somewhat uncertain.
he average radial lens distortion curve for Zeiss Pleogon lens is shown in figure 1. tive lens distortion covers the displace$t$ of an image radially outward from the er of the photograph; when distortion is ative the displacement is radially inward. ections for lens distortion must be made he $x$ and $y$ coordinates of each measured $t$ on the photograph.
a equation for the lens distortion curve on in figure 1 was determined by a polyial curve fitting program. The program was one developed by W. R. Graves, IEI Corporation and modified by R. Larson, 2, Region 15, and the writer for use on IBM 1401. This program generates an oximating polynomial using the least ures technique. Coefficient terms of the nomial curve are determined and they are to compute the amount of radial lens ortion for any given radial distance from center of the photograph. Actual compuann of the distortion is accomplished by a $t$ program in which the appropriate ficients are used. The $x$ and $y$ coordinates feach point are then corrected for the efits of image displacement caused by lens diortion. The particular distortion curve (f 1) had many points of inflection. Conseiently, the curve was divided into two senents- 0 to 70 mm . and 70 to 140 mm .-to of ain enough accurate polynomials. An ecation for each of the two segments of the tol curve was determined by using radii and diortion data for 15 and 30 points, respectily, as electronic computer input data. dequate results based on the reliability of the input information were obtained by us of the polynomial curve fitting technique. A cough lens distortion data were available foonly 15 discrete radii at intervals of 10 mm . or the plate, a smooth curve was plotted though these points (fig. 1), and it was acspted as the actual distortion curve. Erugh distortion data for specific radii were sected from the curve and used as input d $\ddagger$ for the curve fitting electronic computer pgram. All computed distortion results bied on the computer curve fell within less tha 0.5 micron of the plotted curve. This teinique of radial lens distortion compensati is well within the accuracy tolerances of $\pm 2$ microns given by the manufacturer.

## Rative orientation

Relative orientation may be defined as renstruction of the geometric conditions esiting between pairs of photographs at th moment of exposure (12). Relative ointation is the determination of three rotional (omega, phi, kappa) and two of thee translational ( $b x, b y, b z$ ) elements that d ne the attitude and positions of one photogph to another, providing there was sufficit common area of overlap in line of flight.
'he method of relative orientation in the elluation reported here depends upon enfuing a geometric condition where the pitographic image, perspective center, and

Table 2.-Scale factors used to compensate for film deformation

| Photographic plate | Compensation factor for axes- |  |
| :---: | :---: | :---: |
|  | $x$ | $y$ |
| 1-40 | 0. 999646 | 0.999646 |
| 1-41 | 0. 999602 | $0.999611$ |
| 1-42 | 0. 999690 | 0. 999690 |
| 1-43 | 0.999717 | 0.999788 |
| 1-44 | 0. 999673 | 0. 999805 |
| 1-45 | 0.999712 | 0.999797 |
| 1-46. | 0. 999699 | 0. 999814 |
| 1-47. | 0. 999646 | 0. 999735 |
| 1-48 | 0.999717 | 0.999761 |
| 1-49 | 0. 999673 | 0. 999766 |
| 1-50. | 0.999602 | 0.999797 |

the object in the stereoscopic model are on a straight line (colinear). (Complete details on the mathematical formulation and derivations of the relative orientation and other parts of the analytic system are explained in reference 1.) For a given stereoscopic model, there are many lines (a pair for each image). But, because of different errors, it was impossible to enforce all colinear conditions completely. As the left-hand photograph of a pair is assumed to have no tilt in this method of analytic relative orientation, small corrections were made to the measured $x$ and $y$ coordinates of the right-hand photograph in a least squares manner. Each stereoscopic model was oriented independently; 12 image points were used, three computer iterations were required for completion of the relative orientation. The third and usually last iteration determined the $x, y$, and $z$ coordinates for each point in the stereoscopic model and also orientation data that later were used in the assembly of independently oriented stereoscopic models to form a strip. The lack of intersection of pairs of lines (corresponding rays) for all the image points in each stereoscopic model were printed out as residual $y$ parallaxes. These residuals were reviewed at the completion of the orientation. Substitutions were made for points having unusually large residuals, and a new orientation was performed.

This procedure was continued until no residuals larger than 25 microns remained at any given point. Table 3 shows the average absolute residual $y$ parallax remaining at each of the 12 points in each of the stereoscopic models that were oriented. Residual $y$ parallaxes were as large as 50 microns for some points in the computed stereoscopic models. These larger residuals were primarily the result of errors introduced by the incorrect position of the drilled holes, but the inaccuracy attached to measuring the holes and the method of film deformation compensation also contributed to the large residual determinations. The method of independent relative orientation of models employed is dependent upon the intersection of only two rays (lines) from the respective photographs. Thus, no check is possible to determine the accuracy of computed elevations of points. Errors in $x$ parallax are reflected as errors in the elevation of points on the ground. The elevations are computed in the final step of the analytic system of aerial triangulation.

Table 3.-Average absolute residual $y$ parallax from relative orientation


Table 4.-Scale factors for cantilever assembly computations

| Models | Scale factors |
| :---: | :---: |
| 1 and 2 | 0.91743098 |
| 2 and 3 | 0. 96043167 |
| 3 and 4. | 0. 95736429 |
| 4 and 5. | 0. 91459298 |
| 5 and 6. | 0. 95755554 |
| 6 and 7 -- | 0. 91712976 |
| 7 and 8.- | 0.91668318 0.91630765 |
| 8 and 9 | 0. 91052712 <br> 0. 91084330 |
| 9 and 10-. | 0.90574928 |

Table 5.-Computed strip coordinates of points in triple overlap areas

| Point | Computed strip coordinates |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Number } \\ & 1-40-\mathrm{B} \end{aligned}$ | $\begin{gathered} x \\ 0.98092 \\ 0.98092 \end{gathered}$ | $\begin{gathered} y \\ 0.22099 \\ 0.22100 \end{gathered}$ | $\begin{gathered} 2 \\ -1.60790 \\ -1.60809 \end{gathered}$ |
| 1-42-B | $\begin{aligned} & 0.94122 \\ & 0.94121 \end{aligned}$ | $\begin{aligned} & 0.71363 \\ & 0.71364 \end{aligned}$ | $\begin{aligned} & -1.59301 \\ & -1.59322 \end{aligned}$ |
| 1-42-L | $\begin{aligned} & 1.93575 \\ & 1.93575 \end{aligned}$ | $\begin{aligned} & 0.60043 \\ & 0.60049 \end{aligned}$ | $\begin{array}{r} -1.49853 \\ -1.49885 \end{array}$ |
| 1-42-K. | $\begin{aligned} & \text { 1. } 94781 \\ & 1.94780 \end{aligned}$ | $\begin{aligned} & 0.14704 \\ & 0.14712 \end{aligned}$ | $\begin{aligned} & -1.57810 \\ & -1.57766 \end{aligned}$ |
| 1-42-D | $\begin{aligned} & \text { 1. } 93855 \\ & 1.93855 \end{aligned}$ | $\begin{aligned} & -0.49565 \\ & -0.49581 \end{aligned}$ | $\begin{aligned} & -1.54782 \\ & -1.54813 \end{aligned}$ |
| 1-42-G | $\begin{aligned} & 2.88542 \\ & 2.88542 \end{aligned}$ | $\begin{aligned} & -0.17437 \\ & -0.17442 \end{aligned}$ | $\begin{array}{r} -1.54318 \\ -1.54327 \end{array}$ |
| 1-42-J | $\begin{aligned} & \text { 2. } 92091 \\ & 2.92092 \end{aligned}$ | $\begin{aligned} & 0.19175 \\ & 0.19172 \end{aligned}$ | $\begin{aligned} & -1.52242 \\ & -1.52299 \end{aligned}$ |
| 1-44-F. | $\begin{aligned} & 3.81770 \\ & 3.81770 \end{aligned}$ | $\begin{aligned} & 0.81302 \\ & 0.81318 \end{aligned}$ | $\begin{aligned} & -1.51911 \\ & -1.51931 \end{aligned}$ |
| 42-2 | $\begin{aligned} & 3.82037 \\ & 3.82037 \end{aligned}$ | $\begin{aligned} & -0.14599 \\ & -0.14601 \end{aligned}$ | $\begin{array}{r} -1.53610 \\ -1.53600 \end{array}$ |
| 1-44-D | 3.80635 <br> 3. 80636 | $\begin{aligned} & -0.64514 \\ & -0.64507 \end{aligned}$ | $\begin{aligned} & -1.53752 \\ & -1.53737 \end{aligned}$ |
| 1-44-K | $\begin{aligned} & \text { 4. } 78011 \\ & \text { 4.78013 } \end{aligned}$ | $\begin{aligned} & 0.59229 \\ & 0.59277 \end{aligned}$ | $\begin{aligned} & -1.49192 \\ & -1.49278 \end{aligned}$ |
| 1-44-G | $\begin{aligned} & \text { 4. } 79534 \\ & \text { 4. } 79537 \end{aligned}$ | $\begin{aligned} & -0.01733 \\ & -0.01719 \end{aligned}$ | $\begin{aligned} & -1.51885 \\ & -1.51975 \end{aligned}$ |
| 41-2 | $\begin{aligned} & \text { 5. } 67728 \\ & \text { 5. } 67728 \end{aligned}$ | $\begin{aligned} & 0.11931 \\ & 0.11932 \end{aligned}$ | $\begin{aligned} & -1.49878 \\ & -1.49888 \end{aligned}$ |
| 1-48-F. | 7. 53923 <br> 7. 53923 | $\begin{aligned} & -0.20051 \\ & -0.20049 \end{aligned}$ | $\begin{array}{r} \mathbf{- 1 . 5 3 9 5 9} \\ -1.53961 \end{array}$ |
| 38-1 | $\begin{array}{r} \text { 7. } 53990 \\ 7.53990 \end{array}$ | $\begin{aligned} & 0.59161 \\ & 0.59178 \end{aligned}$ | $\begin{array}{r} -1.51810 \\ -1.51848 \end{array}$ |
| 1-50-E | $\begin{aligned} & \text { 8. } 45788 \\ & \text { 8. } 45788 \end{aligned}$ | $\begin{aligned} & 0.48609 \\ & 0.48586 \end{aligned}$ | $\begin{array}{r} -1.48191 \\ -1.48140 \end{array}$ |
| 1-50-A. | $\begin{aligned} & \text { 8. } 46795 \\ & \text { 8. } 46795 \end{aligned}$ | $\begin{aligned} & -0.11971 \\ & -0.11996 \end{aligned}$ | $\begin{array}{r} -1.53105 \\ -1.53033 \end{array}$ |

Table 6.-Summary of errors for five third degree adjustments

| Ajusument | Control points |  | Test points |  | Emors for third degree adjustments by type of eror for eech coordiate |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hotion- | Vertical | Hotion- | Vertical | RMSE |  |  | Maximum |  |  | Minimum |  |  | Algebrait mean |  |  |
|  |  |  |  |  | $x$ | $Y$ | z | $x$ | Y | z | $x$ | Y | z | $x$ | $Y$ |  |
| costrot forkrs |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1.. Number | Number $\vdots$ 4 4 4 4 | $\begin{gathered} \text { Number } \\ 18 \\ 18 \\ 10 \\ 10 \\ 7 \end{gathered}$ | Number | Number |  |  |  |  |  |  |  |  |  | $\begin{gathered} F_{0} 0.010 \\ 0.010 \\ 0.000 \\ -0.00 \end{gathered}$ |  |  |
| test ponis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | ${ }^{2}$ | $\begin{aligned} & 12 \\ & \begin{array}{l} 18 \\ 10 \\ 10 \\ 7 \end{array} \end{aligned}$ | $\begin{aligned} & 10 \\ & .0 \\ & 10 \\ & 10 \\ & 10 \end{aligned}$ |  |  | 0.59 0.52 0.52 0.64 0.64 |  | $\begin{gathered} 0.96 \\ \text { a.gid } \\ \text { and } \\ -1.120 \end{gathered}$ | $\begin{gathered} 1.2100 \\ \hline \end{gathered} 0.80$ |  | $\begin{gathered} 0.14 \\ -0.020 .0 .0 \\ 0.0 .014 \\ -0.14 \end{gathered}$ |  | $\begin{gathered} 0.12 \\ \hline .0 .020 \\ -0.0010 \\ -0.010 \end{gathered}$ | $\begin{aligned} & 0.007 \\ & 0.007 \\ & 0.0 .12 \\ & -0.18 \\ & \hline 0.48 \end{aligned}$ | $\begin{aligned} & 0.20 \\ & \hline 0.250 \\ & -0.005 \\ & -0.017 \end{aligned}$ |  |

Table 7.-Summary of errors for five second degree adjustments

| Adjustment | Control points |  | Test points |  | Errors for second degree adjustments by type of error for each coordinate |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Horizontal | Vertical | Horizontal | Vertical | RMSE |  |  | Maximum |  |  | Minimum |  |  | Algebraic mean |  |  |
|  |  |  |  |  | $X$ | $Y$ | $Z$ | $X$ | $Y$ | Z | $X$ | $Y$ | Z | X | $Y$ | $Z$ |
| CONTROL POINTS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Number | Number | Number | Number | Number | Feet | Feet | Feet | Feet | Feet | Feet | Feet | Feet | Feet | Feet | Feet | Feet |
| 1A.-.... | 4 | 12 |  |  | 0.93 | 0.10 | 0.92 | 1.40 | 0. 44 | 1.85 | 0.26 | $\pm 0.05$ | 0.10 | 0.00 | 0.00 | 0.0 |
| 2 A | 5 | 18 |  |  | 0.97 | 0.33 | 1.12 | 1.57 | 0.45 | 2. 09 | 0.30 | 0.14 | 0. 02 | -0.01 | -0.01 | $0 . \mathrm{C}$ |
| 3 A | 4 | 13 |  |  | 0.41 | 0.12 | 1. 25 | $-0.64$ | $-0.17$ | 2. 02 | $-0.05$ | $\pm 0.01$ | 0. 07 | 0.00 | $-0.08$ | 0.1 |
| $4 \mathrm{~A}$ | 4 | 10 |  |  | 0.51 | 0. 10 | 1. 21 | $-0.79$ | 0.16 | -1.94 | $-0.03$ | 0.00 | $-0.39$ | 0.29 | 0.00 | $-0.5$ |
| 5 A . |  | 7 |  |  | 0.81 | 0. 23 | 0.84 | 1. 20 | 0.38 | $-1.37$ | $-0.22$ | 0.02 | 0.17 | -0.11 | $-0.11$ |  |
| TEST POINTS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | 2.01 |  |  |  |  |  |  |  |  |
| 2 A | 5 | 18 | 9 | 34 | 1.17 | 0.77 | 1. 51 | 2. 21 | 1. 26 | 3.89 | 0.05 | 0.07 | 0.01 | 0.32 | 0.48 | 0.5 |
| 3 A | 4 | 13 | 10 | 39 | 1.71 | 0.68 | 1.44 | 2.86 | 1.06 | 3.84 | $-0.15$ | $-0.19$ | $-0.03$ | 0.58 | 0.10 | 0.8 |
| 4 A . | 4 | 10 | 10 | 42 | 1. 62 | 0. 60 | 1. 38 | 2. 56 | 0.94 | 3. 67 | $-0.36$ | $-0.01$ | $-0.18$ | 0.96 | 0.19 | $-0.5$ |
| 5 A | 4 | 7 | 10 | 45 | 1. 61 | 0.61 | 1. 46 | $-2.55$ | $-1.47$ | 3.84 | 0.43 | 0.09 | $-0.16$ | $-1.17$ | $-0.20$ | 0.6 |

## Cantilever Assembly

After the successive completion of the relative orientation for each of the stereoscopic models, the individual models were tied together into a continuous strip. This assembly of models is accomplished by successive mathematical transformation of the model coordinates of each model in the strip. The three transformations, which were performed in order, were rotation, scaling, and translation. The strip coordinates, which are analogous to those obtained from an analog triangulation instrument, were obtained from these mathematical computations. The first stereoscopic model in the strip was arbitrarily considered to be at the desired scale and its coordinates in the proper system. Therefore, the mathematical transformations were performed only on the second and succeeding models. Scaling in this cantilever system was accomplished by comparing slope distances between two image points, which occur in adjacent stereoscopic models (the common overlap area of three photographs), and making an ad-
justment by a scale factor to the model being attached to the strip.

Because of the limited storage capacity of the IBM 1401 computer used in the investigation reported here, only 10 points per stereoscopic model could be accommodated in the cantilever assembly program. For this investigation, however, 10 points per model were considered enough. Table 4 contains a listing of scale correlation factors computed from points occurring in the triple overlap area. Wherever enough points were available, two scale factors were computed and the average value used. Scale factors should be in reasonably close agreement. Points causing the anomalies in scale factors were discarded, and substitute points used to recompute the strip coordinates.
The strip coordinates of points occurring in triple overlap areas, which are listed in table 5, were computed by using data derived from the independently oriented stereoscopic models of the strip. Averages of two sets of strip coordinates for each point were used; they were considered the most acceptable for the point.

There was slightly larger disparity in emputed strip elevations than in the horizo al strip coordinates.

## Adjustments

The adjustment of cantilever strip cordinates is the last computational step; $1 i$ computation provides the $X, Y$, and 2 ground coordinates (13). The adjustmer is fully applicable to strip coordinates dered from either analog optical train bridng instruments or to coordinates derived frim measurements made with monocomparars. The method of adjustment used, attempt to correct for curvature of the strip (azimua) twist or cross tilt, $B Z$ fall off, scale chit ${ }^{\circ}$ along the $x$ and $y$ axes of the strip, and laal tilt of the strip in the $x$ and $y$ directas Cumulative errors in a strip tend to be tematic and can be corrected by use of 1 lynomial adjustments. Both second and iird degree polynomial adjustments were apjed to determine their effectiveness.

To accomplish the vertical and horiztal adjustment of the strip coordinates, its listed in the following statements are requed

Table 8. Errors in horizontal coordinates from second degree adjustmemis

| Point | Errors in horizontal coordinates from seeond degree adjustments - |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1. |  | 2.1 |  | 3.1 |  | 4.1 |  | 5A |  |
|  | X | Y | N | $Y$ | I | $Y$ | X | $Y$ | X | $)^{-}$ |
| $\begin{aligned} & \text { Number } \\ & \text { 45- } \\ & \text { =11-45 } \\ & \text { sll-44. } \\ & \therefore 111-43 \end{aligned}$ | $\begin{array}{r} \text { Fect } \\ 1.89 \\ 10.26 \\ -1.04 \\ -1.54 \end{array}$ | $\begin{array}{r} \text { Fcet } \\ -0.16 \\ -0.05 \\ 0.25 \\ 0.30 \end{array}$ | $\begin{gathered} \text { Fcet } \\ 2.21 \\ 10.60 \\ -0.58 \\ 10.90 \end{gathered}$ | Fect -0.54 -0.35 0.07 0.17 | Feet 1.72 10.25 -0.60 $1-0.64$ | Fet -0.43 -0.17 -0.19 0.01 | $\begin{gathered} \text { Fret } \\ 1.92 \\ 10.59 \\ 1-0.79 \\ -0.80 \end{gathered}$ | $\begin{gathered} \text { Fet } \\ -0.32 \\ -0.13 \\ 0.161 \\ -0.01 \end{gathered}$ | Fcct $1-0.22$ -1.18 -2.04 -2.29 | $\begin{gathered} \text { Fett } \\ 0.02 \\ 0.17 \\ 0.2 .21 \\ -0.19 \end{gathered}$ |
| 42-1 | -2. 01 | 0. 30 | -1.47 | 0. 24 | -1.11 | 0.35 | -1. 2.2 | 0. 22 |  |  |
| 4. - | -1.39 | 0.83 | -0.81 | 0.91 | -0.15 | -0. 92 | $-0.36$ | (1). 74 | -1. 614 | ), 43 |
| -11 41 | ${ }^{1}-0.87$ | 0. 05 | 1-0.30 | 0. 14 | 10. 44 | -0.17 | 10.22 | -0. 014 | -1.05 | -0.38 |
| $41-2$. | -0.35 -0.48 | 0.43 0.39 | 0.14 0.05 | 0.54 -0.23 | 1. 12 | 0.53 | 0.87 | -0. 29 | $-0.44$ | -0. 18 |
| 4()-1. | $-0.48$ | 0.39 | 0.05 | -0. 23 | 0.92 | -0.34 | 0. tis | -0. 5 ¢ | -0. 67 | -0. 94 |
| $3 \times 1$ | 0. 70 | 1. 27 | 1. 02 | 1. 26 | 2. 20 | 1. 06 | 1. 94 | 0. 94 | 0. 43 |  |
| 3 | 1. 29 | 0.95 | 1.71 | 1. 00 | 2.86 | 0. 93 | 2. 56 | 0. 74 | 11.20 | 0.13 |
| -1118 | ${ }^{1} 1.40$ | -0. 44 | ${ }^{1} 1.57$ | $-1.42$ | -2. 89 | -0.72 | 2.51 | -0. 81 | 0. 81 | -1.47 |
| $\begin{aligned} & -11-31 \\ & \text { BMC-131 } \end{aligned}$ | $1-0.80$ 0.71 | 0). 44 0.97 | $1-0.98$ (0. 63 | 0.45 1.11 | $1-0.05$ 1.55 | -0.01 0.76 | 1 -0.013 1.54 | 0.00 0.68 | ${ }_{1}=-2.11$ | -0.52 |
|  |  |  |  |  |  |  |  |  | $1-0.38$ | -0. 22 |

Horizontal control points used to adjust strips.
ainputs: (1) A card containing the number neertical and the number of horizontal gromed entrol points used in the adjustments; (2) $c$ cerd containing the $x$ and $y$ cantilever sip coordinates of a point near the center of - first stereoscopic morlel and another point fu the center of the last model in the strip; the strip $x, y$, and $z$ coordinates of all Ints to be used as a basis for the adjustment f which the ground $X, Y$, ind $Z$ coordinates known; (4) the horizontal and vertical grund control data for the points used in im 3 ; and ( 5 ) the cimtilever strip coordinates 1 ried to establish supplemental control. - ree horizontal and five vertical control $l^{\text {ints }}$ are the minimum number needed to whe a second degree adjustment, and four lrizontal and seven vertical control points a needed to make a third degree adjustment.

## Computed Ground Coordinates

The errors summarized for the computed pund coordinates using second and third gree cantilever strip adjustments are shown tables 6 and 7 . The horizontal and vertical vors for ground coordinates computed for 55 purate points in 10 trial adjustments are ited in tables 1, 8, and 9. The distribution ground control used in each of the adjustIms is shown in figure $\overline{5}$. The third degree mizontal adjustments were the most aceute. In table 6 the RMSE are given for the rizontal coordinates of the third degree ijustment. RMSE ranged from 0.42 and 39 of a foot and no significant difference wias nwn between the $X$ and $Y$ coordinates. 10. use of five rather than four horizontal nitrol points did not significintly increase e accuracy of the computed horizontal ordinates.
The RMSE for the horizontal coordinates second degree adjustments are shown in ble 7 ; these RMSE ranged from 0.60 to 1.71 a foot. The magnitude of the error in the coordinates was about twice that for the coordinates.
The errors in the computed $Y$ coordinates both second and third degree adjustments re about the same. Errors in the computed coordinates of the third degree adjustment ere onc-half the size of those for the second
degree adjustments. Test point 4.5-1 lended to have slightly more error in horizontal coordinates in 8 of the 10 adjustments beeanse of its position outside the confines of ground control point SW-45, located new the beginning of the flight strip.

A comparison of the vertical RMSE in tables 6 and 7 for the second and third degree adjustments shows no significant difference in accuracy for the first three sets of trials. Twelve or more vertical control points were used to adjust these flight strips. Comparison of the sceond degree adjustments, however, showed a significant improvement in accuracy over the third degree in the last two sets of adjustments, where vertical control points were not as dense.

An increase from 7 to 18 vertical control points had practically no (ffect on the RMLSE of the second degree adjustmente, but it did significantly reduce the RALSE of the third degree adjustments. The largest vertical er rors were for test points located in areas where no vertieal control points wore present in their vicinity (adjustments $4,4 \mathrm{~A}, 5,5 \mathrm{~A}$ ). The effects of density and distribution of vertical control points on ultimate aceuracy are difficult to analyze. It is likely that some of the holes drilled for ground control points were not in stereoscopic correspondence with the ground surface. Only those control points observed to float or to dig in the Kelsh instrument were climinated as control points for making the strip adjustments.

The algebraic mean crrors listed in tables 6 and 7 for elevations of test points are positive for all trial adjustments exeept adjustment 4A. The positive sign of these mean errors tends to confirm the stereascopic observations made of the drilled holes and the existence of systematic errors.

## Summary

The anthor recognizes the fact that the method used to compensate for film deformation is inadequate, but it is the most suitable method that can be used for cameras equipped with only four side fiducial marks. It is, however, impossible to prove the amount of error in ground coordinates cansed by film deformation. The estar base film is consid-
aribly more stable dimensionally thath film bases previously available. At least three possible altermatives conld be used for at more effective treatment of the film deformation problem. First, existing eameras could be ("gluipped with four additional firlucial matres so that a mote effection mathermatical restoration of displated imatges can be made. A computer program is available to aceomplish this. Seeond, a network of smatll crosses (reseati) eould be resed in the focal plame of the eamerat. The crossest are reeoreled on the megative film at the instant of expositure. Displaberment of images cathserl by film disfortion or latek of film flathess at the instant of exposure could be compensated for by comparing the mestsured position of the reseatul crosses with their calibrated position. Third, it glass plate iberial cimmerit conlal be resed; this would eliminate the need for compensation cibused by film cleformation.

When measuring plate coordinates with a monocomparator, some form of point transfer and marking technique is a practical neecssity, The PUG point transere devied was used for the project disenssed here. Primarily becanse of inexperience with the instrument, some croor Was introduced. A divergence of opinion exists at the present time regarding the inherent accuracy of several point transfer and marking devices. Rescarch and evaluation of these techniques is being clone by private firms, miversities, and governmental agencies. Ground control and other points that are premarked with photographic targets call be reliably identified and measured without need for point transfer and marking.

The relative size of the measuring matk to that of the drilled hole appears to be a significant factor in the degree of aceuracy of measurement. A 20 -micron measuring mark, a fiducial hole having a diameter of 2.50 mi crons, or a drilled hole 60 microns in diameter are not desirable combinations for optimum accuracy of measurement. Better accuracy could be obtained by use of a larger measuring mark. Some doubt has also been expressed about the adequacy of drilled holes that are 60 microns in diameter for use in map compilation with the Kelsh instrument. At a $5: 1$ projection ratio, a significant number of holes could not be seen in the stereoseopic morlels. A drilled hole of at least 100 microns in diameter is needed for use with the Kolsh instrument.

Basic ground control surveys on which acrial analytic triangulation is based should be of second order accuracy $(1 / 10,000$ closing error in position) or better, so results of the triangulation will not be degraded becanse of inferior control. When this control is used, results of the triangulation as to accuracy can be more realistically evaluated. Results of the aerial analytic triangulation cannot be expected to be any better than the ground control survey on which the triangulation is based.

The polynomial eurve fitting technigue used to determine an equation for the radial lens distortion curve is considered an acceptable method. It is particulirly adapted for use in determining the equations of curves that are


|  | $\begin{gathered} \text { SW-44 } \\ -\dot{-} \end{gathered}$ |  | $3-28-E$ $S W-41$ $\begin{gathered} O \\ 1-44-D \end{gathered}$ | $\begin{gathered} 1-46-C \\ O \\ \\ \\ O \\ 1-46-H \end{gathered}$ | $\begin{gathered} 1-48-\mathrm{H} \\ \mathrm{O} \end{gathered}$ $\stackrel{0}{1-46-F}$ | $\begin{gathered} 1-50-E \\ O \\ S W-38 \\ + \\ 1-50-A \\ 0 \\ 1-50-D \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


|  | $\begin{gathered} s w-44 \\ -\alpha \end{gathered}$ | $5 W-43$ |  | $\begin{array}{\|c} 1-46-C \\ \\ \\ \\ O \\ 1-46-H \end{array}$ | $\begin{gathered} 1-48-H \\ O \end{gathered}$ |  | $\begin{gathered} 1-50-G \\ O \end{gathered}$ $\stackrel{O}{1-50-C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| SW-45 ADJUSTMENT NUMBER 484 A 4. | $\begin{gathered} s w-44 \\ + \end{gathered}$ | $\begin{gathered} S W-43 \\ \text { p } \end{gathered}$ |  | $\begin{aligned} & 1-46-\mathrm{C} \\ & \\ & \\ & \\ & 1-46-H \\ & O \end{aligned}$ | $\begin{gathered} 1-48-H \\ O \end{gathered}$ |  | $\begin{gathered} 1-50-G \\ 0 \\ \\ 5 W-37 \\ + \\ 0 \\ 1-50-c \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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Figure 5.-Distribution of ground control used in different adjustments.
mooth and have only a few points of inflec10n. Corrections made to the $x$ and $y$ ceasured coordinates, based on the computed urve, were within the accuracy tolerances for he manufacturer's determination of the lens istortion values.
Corrections for atmospheric refraction and djustments for earth curvature were not onsidered in the investigation reported here. lisplacement of photographic images by atlospheric refraction and earth curvature are egligible because of the relatively low flight pight from which the photographs were taken ard the short length of the flight strip. For ridging photographs taken from higher flight ights and for longer flight strips, appropriate linstments should be made to compensate ir atmospheric refraction and earth curvaire $(14,15)$.
When small capacity computers are used ir aerial analytic triangulation, considerable gmentation of the computer programs and scessive card handling is required. Comuters that have larger storage capacity and ore speed must be used if the analytic operaons are to be performed more efficiently.
Use of mapping scale photographs ( $1: 6,000$ ) ir analytical bridging does not seem to be the inst accurate or economical approach for obtining supplemental ground control data for rge scale topographic mapping. Use of the rger scale photographs requires measurement $x$ and $y$ for a larger number of stereoscopic lodels for a given bridged distance. The rge number of intermodel ties needed tends , deform the bridged strip and thus offset le advantages gained from having a larger rale.

## Acknowledgments

The help of the following listed people in le work reported here is acknowledged: jseph C. Knittel, Continental Engineers, 1.., Denver, Colo. for providing photographic laterials and ground control, and drilling hotographic plates; Jack Friedman, OMI orp. of America, Alexandria, Va., for use of le Nistri Monocomparator; Robert Larson ad Douglas Reid, Automatic Data Processing ection, Region 15, BPR; William T. Pryor, hief, Aerial Surveys Branch; Donald N. haw, Aerial Surveys Branch; and Robert J. Farren, Region 9, BPR.

## REFERENCES

(1) Analytic Aerotriangulation, by William ). Harris, G. C. Tewinkel, and C. A. Whitten, I.S. Coast and Geodetic Survey Technical inlletin 21, July 1963.
(2) Three-Photo Aerotriangulation, by Morton ieller and G. C. Tewinkel, U.S. Coast ad Geodetic Survey Technical Bulletin 29, cb. 1966.
(3) Resulls of U.S. Forest Service Stereoiangulation Bridging on Virginia Highway 'hotogrammetric Test Project, by Clair L. rneson, Highway Research Record 65, 'hotogrammetry and Aerial Surveys, 1963, p. 73-85.
(4) Some Notes on Stereocomparators, by A. Harley, The Photogrammetric Record London, England), vol. IV, No. 21, Apr. 963, pp. 194-209.

Table 9.-Errors in vertical coordinates from second and third degree adjusiments, 5 adjustments for each degree ${ }^{\text {1 }}$

${ }^{1}$ Second degree adjustment is indicated by the letter A after the number
${ }_{2}$ Vertical control points used to adjust strip elevations.
(5) Analytical Aerial Triangulation, by G. H. Schut, National Research Council of Canada, AP-PR-7, Sept. 1957 (processed).
(6) A Method of Relative Orientation in Analytical Aerial Triangulation, by E, H. Thompson, The Photogrammetric Record (London, England), vol. II, No. 8, Oct. 1956, pp. 145-153.
(7) Recent Developments in Analytical Aerial Triangulation at the Ordnance Survey, by D. W. G. Arthur, The Photogrammetric Record (London, England), vol. III, No. 14, 1959, pp. 112-138.
(8) Analytical Aerotriangulation by the Direct Geodetic Restraint Methods, by Hugh F. Dodge, Photogrammetric Engineering, vol. NXV, No. 4, Sept. 1959, pp. 590-595.
(9) Mono versus Stereo Analytical Pholo-grammetry-Theoretical Considerations and Experimental Results, by H. M. Karara, Symposium on Spatial Acrotriangulation, University of Illinois, Urbana, Ill., Feb. 28Mar. 4, 1966 (processed).
(10) The Reseau as a Means of Detecting Gross Lack of Flatness of Film at the Instant of Exposure, by G. S. Robinson, The Photogrammetric Record (London, England), vol. IV, No. 22, Oct. 1963, pp. 283-286.
(11) Aerotriangulation: Image Coordinate Refinement, by Morton Keller and G. C. Tewinkel, U.S. Coast and Geodetic Survey Technical Bulletin 25, Mar, 1965.
(12) Manual of Photogrammetry, 2d ed., 1952, American Society of Photogrammetry, p. 321.
(13) Aerotriangulation Strip Adjustment, by Morton Keller and G. C. Tewinkel, U.S. Coast and Geodetic Survey Technical Bulletin 23, Aug. 1964.
(1.4) Computation of the Height Deformation in Stereoscopic Models Caused by Distortion of the Photographic Image, by G. H. Schut, The Canadian Surveyor, vol. XIV, No. 1, Jan. 1958, pp. 19-24.
(15) On Photugrammetric Refraction, by A. Leyonhufvud, Photogrammetria vol. IX, No. 3, 1952-1953, pp. 93-113.

# Linear Shrimkagage Test 

BY THE OFFICE OF<br>RESEARCH AND DEVELOPMENT<br>BLREAL OF PLBLIC ROADS

## Reported by GEORGE W. RING I Highway Research Engine Structures and Applied Mechanics Divisin

## Introduction

RESULTS OF a study of the linear shrinkage test for soils are presented in this article. In another article, Shrink-Swell Potential of Soils (1) ${ }^{1}$ linear shrinkage was shown to be closely related to the shrink-swell potential of a soil. The purpose of the study reported herein was to develop a modified lincar shrinkage test procedure whose results would correlate even better with shrink-swell potential. Although a procedure for a better correlation was not obtained from the study, results showed how certain variations in test procedure affect the linear shrinkage of soils. The research information has been assembled for this article primarily for engineers interested in the linear shrinkage test.

Included is a brief review of three published lincar shrinkage test procedures: Bureat of Public laoads test data, showing the variables that uffect the linear shrinkage, including a quantitative amount of the variation; and a comparison of two correlations developed with shrink-swell potential. The linear shrinkage test procedure used for the Shrink-Swell Potential of Suils study is printed at the end of this article.
There are several published methods for conducting linear shrinkage tests. In one, Determining the Shrinkage Factors of Soils, AAsHO T 92-60 (2), the linear shrinkage is calculated from the volumetric shrinkage of a circular disk dried from the field moisture equivalent. However, the field moisture "quivalent is seldom determined in highway lahoratories. Also, preliminary investigations in this study showed that for specimens molded at the field moisture equivalent, the volumetrie shrinkage is very dependent on the molding moisture content. For these reasons, the disHO methord was not considered further.

In another method, the Texas Highway Department's lincar shrinkage test-bar meth-od-(3), the soil is molded into at $3 / 4-$ by $3 / 4-$ by 5-inch bar when the soil is just wet enough to flow into and close a groove of its own accord. Linear shrinkage is the decrease in length of the dried bar expressed as a percentage of its original length.

A third method, similar to the Texas method, has beell proposed by Hondros (4). In this method the soil is mixed with enough water to provide a frec-water surface and

[^2]

Figure 1.-Relation of linear shrinkage to molding moisture content of four soils.


Figure 2.-Four types of linear shrinkage molds: A, steel and a square cross section $B$, Teflon, semicircular; $C$, brass, semicircular; $\boldsymbol{D}$, steel, square cross section.
placed into a mold 10 inches long. This mold is shaped like one-half of a tube that has a radius of one-half inch. The Hondros test procedure has been used primarily to determine linear shrinkage of the fines in lateritic gravels of Australia.
From observations of linear shrinkage specimens molded at high moisture contents ( $11 \frac{1}{2}$ to 2 times the liquid limit) as in the method proposed by Hondros (4), it was noted that the specimens did not begin to shrink in the direction of their long dimension until enough water had evaporated for capillary forces to
exceed the strength of the soil. The poin which shrinkage began, then, was not on function of the soil's capacity to hold w:er but also the soil's clay activity and ther sisting strength of the soil structure. In hopes that results of a linear shrinkage procedure based on such high molding in ture contents would be more closely rel to shrink-swell potential, tests were mad several soils to determine how best to oh ui. the maximum linear shrinkage for each il. Some of the same 12 soils examined in shrink-swell potential study ( 1 , table 3 , p.
ree used to determine the effect of the differvariables on linear shrinkage. For most cthe testing, specific soils were selected to ( ain the probable maximum effect of a fon variable on linear shrinkage. For exple, a commercial grade halloysite is known be difficult to mix. Therefore, halloysite vs used to determine the difference in linear sinkage of test specimens prepared by hand ${ }_{1}$ xing and mechanical mixing. Except where led, the soils were mixed with distilled iter. When one variable was studied, all t:other variables were held constant. Vari: es investigated included molding moisture (itent, type of mold, mold lubricant, mixing ithods, drying temperature, floceulation, : A curing time of the mixture.

## Molding Moisture Content

Linear shrinkage of some soils is affected by $\dagger$ molding moisture content, as illustrated 1 the curve in figure 1. Molding moisture intents for each soil tested ranged from below
the liquid limit to saturation, which was considered to have been reached when free water was visible. In general, as molding moisture content is increased, the lincar shrinkage increases to a maximum and then decreases. At high molding moisture contents, the linear shrinkage of two of the soils (Berthoud and Hybla Valley) was sharply reduced because of separation of the sand and clay-size particles, the sand settled to the bottom of the mold and the clay left on the top of the specimen curled and cracked badly. Elimination of this problem by floceulation of the soil moisture is discussed subsequently.

## Type of Mold

Linear shrinkage molds in current use vary in cross section, length, and material. Some types of these molds are shown in figure 2. Mold A of steel has a square cross section; mold B of Teflon is semicircular; mold $C$ of brass is semicircular; and mold D of steel has
can be reduced by lubricating the mold. Petroleum jelly generally is used as a lubrieant. Four other lubrieants investigated in all attempt to find onc more efficient than petroleum jelly were: Chassis grease, silicone release agent, Molycote type M, and siliclad solution. None of the lubricants caused an increase in linear shrinkage or less cracking of the speecimens than petroleum jelly, which is cheap and easy to obtain. Petroleum jelly Was therefore used in all other tests.

It was determined that the linear shrinkage wis dependent on the amount of lubricint. As shown in figure 4 , the linear shrinkage of two soils increased considerably as the amount of petroleum jelly lubricant was increased from 0 to (0.2.) gram per mold. Surface area of each of the molds wats 16. in square inches. $^{\text {s }}$ spe A small, but consistent increase in shrinkage occurred when the amount of jelly used was increased over the initial 0.25 gram; however, 0.30 gram was selected as the proper amount of lubricant for all subsequent tests.

gure 3.-Relation of type of mold to linear shrinkage of Winterset soil.


Figure 5.-Effect of mixing procedure on linear shrinkage of Winterset soil.

igure 4.-Effect of amount of lubricant on
mold on linear shrinkage of two soils.
a square cross section for three specimens. Results of tests made in the three single molds, $A, B$, and $C$, with one soil show that the type of mold has a slight but noticeable effect on linear shrinkage, as shown by figure 3 . The most linear shrinkage occurred when the semicircular mold made of Teflon was used, probably because Teflon has less affinity for water than for brass or steel. The Teflon mold also had a smaller surface area than the steel mold having the square cross sections. Limited investigations indicated that mold length has little or no effect on linear shrinkage test results but that specimens in the longer molds tend to crack more. Specimens molded at lengths longer than 10 times their diameters are difficult to measure after they are dry because they crack into many pieces.

## Mold Lubricant

During drying, linear shrinkage specimens sometimes curl and crack, especially long specimens molded at high initial moisture contents. The broken and curled pieces are difficult to measure. Breaking and curling

## Mixing

Soil-water mixtures for linear shrinkage tests are generally prepared by hand mixing. As shown in figure 5 , when all the dry soil was added to all the water at one time, less shrinkage oceurred than when the water was gradually added to and thoroughly mixed into the soil.

When a milkshake machine was used to mix the soil and water, more linear shrinkage occurred than when the hand method was used for mixing. The effect of mixing methods on the linear shrinkage of a halloysite and Iredell clay is shown in figures 6 and 7. The halloysite required about 15 minutes of mixing with the milkshake machine to minimize the differences that might occur as a result of the mixing method, but the Iredell clay required only 5 minutes. The difference in the test results of duplicate tests is not readily understood.

## Drying Temperature

Linear shrinkage specimens put immediately into a drying oven at $110^{\circ} \mathrm{C}$. tend to


Figure 6.-Effect of mixing method on linear shrinkage of Halloysite soil.


Figure 7.-Effect of mixing method on linear shrinkage of Ireell clay.
crack more than those first dried at room temperature. Tests on two soils also indicate that for specimens in lubricated molds, the most linear shrinkage occurs when the initial drying temperature is between $60^{\circ}$ and $80^{\circ} \mathrm{C}$., as shown in figure 8. Results from tests made on one soil in unlubricated molds show that part of the change in linear shrinkage is caused by a change in the soil-water interaction at different temperatures. In the lubricated molds, other variations in linear shrinkage test results may have been the effect of different drying temperatures on the viscosity of the petroleum jelly. Although these tests indicate that $60^{\circ}$ to $80^{\circ} \mathrm{C}$. is the best temperature to use for oven drying, the linear shrinkage at $110^{\circ} \mathrm{C}$. is not much less than at $60^{\circ}$ to $80^{\circ} \mathrm{C}$., and some laboratories may prefer to use the higher temperature so that the same oven can be used for other purposes.

## Type of Liquid

As mentioned in the section on molding moisture content, the sand particles in linear shrinkage specimens molded at high moisture content tended to settle out and a thick layer of clay was left at the top. The result was a linear shrinkage specimen that had a crumbly sandy bottom and a badly cracked top so that corresponding reductions occurred in linear shrinkage. It was reasoned that if the soil mixtures were flocculated, the separation of the different soil particle sizes might not occur, and a uniform and easily measured specimen would be obtained.

Some salts and acids are good flocculants for soil-water mixtures. Accordingly, tests were made first to determine a good flocculating agent and then to determine whether flocculation with this agent affected the test results adversely.

A series of linear shrinkage tests was made on the Parsons soil using different normal concentrations of $\mathrm{CaCl}_{2}, \mathrm{NaCl}, \mathrm{HCl}$, and triethylamine hydrochloride (TEA). Soil mix-


Figure 8.-Effect of drying temperature on linear shrinkage.


Figure 9.-Effect on linear shrinkage of Parsons soil when different concentrations of ur flocculating agents were used.


Fure 10.-Cracking shoun for two soils mixed with (upper) and without a flocculating agent.


Figure 11.-Effect of flocculation on linear shrinkage of Hybla Valley clay.
tes containing the calcium and sodium sts and the hydrochloric acid all showed a nrked reduction in linear shrinkage at concitrations above 2 -Normal, as shown in fire 9. The TEA was not judged suitable b:ause of the reduction in linear shrinkage t to occurred even at low concentrations. Je two salt solutions were not suitable ksause the salt crystalization in the dried s:cimens produced rough specimens and rde moisture measurements difficult. The II solution was deemed the most suitable frculant and a 1-Normal solution was used $c$ tests with the 11 other soils.

The HCl solution reduced specimen cracking for all soils tested and thereby simplified the process of making length measurements. Examples of the reduction in cracking for the Parsons and Davidson soils are shown in figure 10. Specimens shown at the top of the figure were mixed with the $1-\mathrm{N} \mathrm{HCl}$ solution and those at the bottom were mixed with distilled water. Preventing separation of the clay and sand sizes by flocculation also increased the linear shrinkages at high molding moisture contents, as shown in figure 11. Comparisons of flocculated specimens to those mixed with distilled water are shown in

Table 1. -Summary of variables that affected results of linear shrinkage tests

| Variable and soil tested | Most change inl linear shrinkage with change variable | Maxi- Mum linear shink- age | $\begin{gathered} \text { Change } \\ \text { in } \\ \text { linear } \\ \text { shrink- } \\ \text { age } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Molding moisture content: <br> Winterset. <br> 11ybla Valley | $\begin{aligned} & \text { Percent } \\ & 5.3 \\ & 4.0 \end{aligned}$ | $\begin{gathered} \text { Percent } \\ 22.5 \\ 14.5 \end{gathered}$ | $\begin{gathered} \text { Percent } \\ +24 \\ +28 \end{gathered}$ |
| Type of mold, steel, brass, and Teflon: Winterset $\qquad$ | 1.5 | 24.5 | $+6$ |
| Amount of lubricant: <br> Davidson $\qquad$ <br> Winterset $\qquad$ | $\begin{aligned} & 4.7 \\ & 7.3 \end{aligned}$ | $\begin{array}{r} 13.9 \\ 32.0 \end{array}$ | $\begin{array}{r} +34 \\ +23 \end{array}$ |
| Mixing: <br> Hand procedure: <br> Winterset <br> Milkshake vs. hand procedure: | 5.4 | 27.6 | $\pm 20$ |
| Halloysite Iredell. | $\begin{aligned} & 16.0 \\ & 11.0 \end{aligned}$ | $\begin{aligned} & 34.0 \\ & 42.5 \end{aligned}$ | $\begin{array}{r} +47 \\ +26 \end{array}$ |
| Initial drying temperature: Cecil. <br> Winterset | $\begin{array}{r} 12.7 \\ 7.5 \end{array}$ | $\begin{array}{r} 30.3 \\ 3.3 \\ 3.5 \end{array}$ | $\begin{array}{r} +42 \\ +22 \end{array}$ |
| 1-Normal solution of HCl vs. distilled water: Hybla Valley Portneuf Winterset. | $\begin{array}{r} 10.3 \\ 1.0 \\ 2.0 \end{array}$ | $\begin{array}{r} 13.8 \\ 5.0 \\ 18.0 \end{array}$ | +-5 $1-20$ $1-6$ |
| Curing time: Halloysite Iredell. | $\begin{aligned} & 4.0 \\ & 1.0 \end{aligned}$ | $\begin{aligned} & 33.5 \\ & 43.4 \end{aligned}$ | $\begin{aligned} & 2-12 \\ & 2-2 \end{aligned}$ |

${ }^{1}$ Flocculated specimens had less linear shrinkage than specimens prepared with distilled water.
${ }_{2}$ Cured samples had less linear shrinkage than uncured
samples.
figure 12 for four other soils. For these soils, which contained few sand size particles, the flocculated specimens generally had slightly less linear shrinkages.

## Curing Time

After being mixed, samples sometimes were permitted to cure, either purposely or because of delay caused by other laboratory operations, before they were placed in the shrinkage molds. Tests on two soils shoaved that curing time had a small effect on linear shrinkage. Figure 13 shows that the linear shrinkage


Iqure 12.-Linear shrinkage of flocculated and nonflocculated soils.


Figure 13.-Effect of curing time on linear shrinkage.
of halloysite was reduced at curing times of up to 60 minutes. The change in linear shrinkage of the Iredell clay in relation to curing time was hardly noticeable.

## Summary of Study of Variables

All the variables investigated had an effect on the linear shrinkage of the soils tested. A summary of the variables and a quantitative measure of the amount of the variation is given in table 1. The amount of the variafion wats surprisingly large, especially for the mixing procedure, flocculation of sandy clays, amount of lubricant, and initial drying temperature. However, these variations were determined at high molding moisture contents and it is likely that specimens molded near the liquid limit would show less variation caused by mixing procedure and flocculation of sandy clays.
Based on the results of this detailed study, a modified linear shrinkage test procedure was devised in which each of the variables investigated was controlled to obtain maximum linear shrinkage for each soil. It was hoped that the maximum linear shrinkage values obtained by this modified procedure would be more closely related to the shrinkswell potential results than the linear shrinkage test results obtained by the test procedure used in the original study (1). Eleven of the twelve soils used in the original study were tested by the modified procedure discussed in the following paragraphs.
A 7 n-gram sample of air-dry soil passing the No. 40 sieve was mixed 15 minutes in a milkshake machine with enough distilled water for the mixer to easily stir the mixture. (Some of the sandy soils were mixed with 1 Normal M[Cl solution to prevent separation of the sand and clay particles). The mixture was poured into Teflon molds, 20.0 cm . long by 2.54 em. diameter (semicircular cross section) that had been previously lubricated with 0.3 gram of petroleum jelly. Drying was done in an oven at $70^{\circ} \mathrm{C}$. $\pm 5^{\circ} \mathrm{C}$.

The test results were disappointing. The linear shrinkage for each soil wats more than in the original study (1), ats shown in figure 14.

However, the correlation of these maximum linear shrinkage values with shrink-swell potential was not quite as good as was obtained from specimens molded at the liquirl limit. No further efforts were made to improve the correlation. The correlation results are reported here primarily to save the time
and effort of other researchers who mi consider trying the same approach tow d improving the corrclation. Also, the qual . tive and quantitative measure of varial affecting linear shrinkage test results $n$ prove useful to other researchers investigat , the linear shrinkage test.


Figure 14.-Relation of linear shrinkage results obtained from two test procedures to shrink-suell potential.

## Suggested Test Methodfor Determining the Linear Shrinkage of Soils

## IVefinition

The linear shrinkage of a soil is the change in length of a bar of soil determined in accordance with the procedure outlined in the following paragraphs.

## Apparatus

Apparatus needed for the test is:
Linear shrinkage mold-a Teflon mold 20 cm . long and having a semicircular cross section 2.54 cm . in diameter.

Commercial petroleum jelly.
Distilled water.
Evaporating dish, about $4 \frac{1}{2}$ inches in diameter.
Balance, 500 -gram capacity, sensitive to 0.1 gram .

Spatula, having a blade about 3 inches long and about three-fourths inch wide.
Drying oven, $70^{\circ} \mathrm{C} . \pm 5^{\circ} \mathrm{C}$.
Scale, length 30 cm . graduated to one-half mm.

## Sample

A sumple of air-dry soil weighing about. grams shall be taken from the thoroull mixed part of the material passing the $\mathrm{N}+$ (420-micron) sieve.

## Procedure

The soil sample shall be placed in ! evaporating dish and thoroughly mixed i: 45) to 60 ce. of distilled water by altera and repeatedly stirring, kneading, and co

Ig with a spatula. Additions of water © 11 be made in increments of 3 to 8 cc. "til the soil is at or slightly above its liquid 1 it (see AASHO T 89-60). Eich increment c water shall be thoroughly mixed with the sl, as previously described, before another i rement of water is added.
The mixture shall be placed in a linear sinkage mold that has been previously licated with 0.30 gram petroleum jelly. $\therefore$ ar firmly pressing the mixture into the HId with the spatula, exeess material shall I removed by trimming the mold with the saight edge of the spatula.
The mold containing the mixture shall be 1 .eed in and oven at $70^{\circ} \mathrm{C} . \pm 5^{\circ} \mathrm{C}$. for 16 hours (until constant weight has been obtained. Vole 1: When the oven must be set at $)^{\circ}$ C. for other soil tests, linear shrinkage scimens may be dried at this temperature.

However, the higher temperature will cause more cracking of the specimen and slightly lower test values.

The soil specimen shall be removed from the oven, allowed to cool, and then the length of both its top and bottom measured.

Note 2: For broken specimens, the lengths of the individual pieces should be marked and accumulated on a strip of paper; the total length can be determined direetly by measuring the end points on the strip.

## Calculation

The linear shrinkage of the specimen shall be expressed as follows:
Linear shrinkage (in percent) $=$
$\left[\frac{\begin{array}{c}\text { Mold length }-(\text { top }+ \text { bottom length of } \\ \text { (lried specimen }) / 2\end{array}}{\text { mold length }}\right] \times 100$
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## Erruta

Data shown in two figures in the article, Severance Case Studies,ilging the Gap Between Findings and Their A pplication, by Floyd I. biel, which appeared in the April 1967 issue of Public Roins, 1 itrnil of highway research, vol. 34 , No. 7 , were in crror. Cor-


REMAINDER SALES RELATED TO ESTIMATED VALUES OF PARCELS
\%ure 4.-Remainder sales and estimated values, based on 2,262 narrative reports on severance studies.
rected figures 4 and $\delta$ are reprinted here. Please make the substitution for figure 4 on page 147, and for figure 8 on page 149, of the April magazine.


Figure 8.-Effect of land use before seterance on remainder sales and estimated values, based on 2,262 narrative reports on sererance studies.

# Design Use of the Capacity Mamual 

BY THE OFFICE OF
ENGINEERING AND OPERATIONS
BUREAL OF PUBLIC ROADS

Reported by ${ }^{1}$ DONALD W. LOUTZENHEISER, Chi<br>Highway Standards and Design Divisic, WILLIAM P. WALKER, Chief, Geometric Standards Branı and DONALD B. LEWIS, Highway Enginır

The authors of the report presented here believe that the highway designer should make use of the IIighway Capacity Manual because it makes possible a greater kinowledge and understanding of all factors related to highway types, speeds, zolumes, andoperations than any other source. Use of the Manual is necessary for certain analyses, particularly for ramps and intersections at grade, but it provides broad ranges of values only, and does not furnish the designer with a specific ralue for use in actual design. However, the essential working data for most design analyses are available in condensed, usable form in the AASHO Policy on Geometric Highway Design (Blue Book). The Blue Book also gives mational policy guidance on all main factors, except the new intersection data. For design use, the authors suggest the use of a peak hour factor of 0.85 for most cities, and al load factor of 0.3. The factors provide the missing guidance for intersection design. The authors advise that the AASHO Blue Book be used as the source for policy guidance and as a major tool for carrying out capacity analysis uthin the areas covered and that the Manual be used to supply supplemental information for design analyses.

## Introduction

WHEN THE SWEDISH astronomer, Anders Celsius, presented the Centigrade scale for temperature measurement to the Swedish Academy of Science some two and a quarter centuries ago, he gave to the scientific world a device marked by simplicity, utility, and lasting endurance. Celsius arrived at his centigrade scale by dividing the temperature range for the liquid state of water under standard conditions into 100 equal parts. But, Celsius did not concern himself with the biologic effects that water at different temperatures would have on the human body, nor did he discover, deduce, or decree that water at $60^{\circ} \mathrm{C}$. would destroy human tissue, or that a water temperature of $20^{\circ}$ to $30^{\circ}$ was most comfortable for body immersion, or that a human is not likely to survive longer than 2 hours if immersed to his chin in water at $5^{\circ}$ above freezing. Neither is he credited with any discovery of the effect that variations from the standard condition, such as admixtures or changes in atmospheric pressure, might have on the boiling point or freezing point of water. These findings were left for scientists in other fields of interest.

In like manner, the Highway Capacity Committee of the Highway Research Board has given the highway engineering profession

[^3]a valuable instrument, the Highway Capacity Manual, 1965 (hereafter referred to as Manual), which gives a scale of measurement for highway operating conditions and deals with the effects of variations from standard conditions. The Manual scale used to measure the operating conditions that exist with different traffic loads is as simple as the Celsius centigrade scale. The range in possible highway operating conditions is divided into five, unequal quantitative parts and the parts are ranked from superior, at negligible traffic volume, to intolerable, at full capacity load. These quantitative parts are called levels of service and are lettered A through E, from good to bad. The Highway Capacity Committee attempted to give an adjectivetype description of each level of service and avoided any recommendation as to how good the service provided by the highways should be. This was done in recognition of the fact that the level of service is governed as much by economics as by the desires of highway uscrs. Therefore, the Manual is a valuable research report but it is not a national policy or guide that can be used directly for design.

The Manual must be supplemented by design guidelines before it can be applied in practice. The AASHO Policy on Geometric Design of Rural Highways, 1965 (referred to as Blue Book) provides most of the needed guidance. The authors of the report presented in this article advise that this Blue Book is the essential handbook for the highway designer and the Manual is a necessary academic
supplement. However, as discussed later, Blue Book does not contain all the neeld data for design of ramps and intersections grade. In the interest of simplicity, brevir and practicality, the Blue Book has corpromised with precision in many places whe the AASHO Committee determined that accuracy of the result would be within limits of accuracy of the estimated tra data upon which the design would be basl.

Manual factors and procedures suggest curacy of details in capacity analyses til may be beyond the practical need for desil nothing is gained in stressing such detl that are inconsistent with the reliability highway section data or the practical use analyses conclusions. Design data from 1 Blue Book may be applied to computatica procedures in the Manual to determine $\xi^{0}$ metric dimensions that satisfy operatic requirements for a given volume of traffico to determine the level of service that existing highway will afford any given volu of traffic. Examination of the material f each book will show the reasonableness of design data and procedures.

## Explanation of Terms

The Manual has been written with siu terms that are new or somewhat different $t u$ those designers have been using. The si word capacity refers to the upper limite possible capacity, as previously known. It also is defined as the maximum numbe vehicles that can reasonably be expecter pass over a given section of a lane or a ric way in one direction, or in both directions a 2-lane highway, during a given time peo under prevailing roadway and traffic ditions.

Level of service denotes any one of an infitt number of different combinations of operan conditions that may occur on a given lan 0 roadway when it accommodates diffen traffic volumes. Each service level ; measure of the effects of operating far such as speed, traveltime, freedom to ma: ver, safety, operating costs, and so on. 'o uninterrupted flow, that is, where $t_{1} f$ movement is not interrupted by stop $\{1$ or signals, the levels of service are define b operating speed related to the volum capacity ratio. Application of this volu
capacity ratio to the 2,000 vehicles per i. ir (v.p.h.) lane capacity for multilane 1;hways gives service volume limits of averlane volumes:
(ierating speed and service volume for each evel of service for multilane highways ther than freeways
Level of serrice

| A |
| :--- |
| B |
| C |
| D |
| E |

operating speed, Average lane volume, $\begin{array}{cr}\text { m.p.h. } & \text { number of cars } \\ 7(-60 & 0-600 \\ 60-55 & 600-1,000 \\ 55-45 & 1,000-1,500 \\ 45-35 & 1,500-1,800 \\ 35-30 & 1,800-2,000\end{array}$

As generally used, a service volume is the ximum number of vehicles that can pass car a given section of lane or roadway, one cection on multilane highways or both directns on 2-lane highways, during a specified the period while operating conditions are rintained at a specified level of service. Svice volume, generally an hourly volume, i he limiting volume for that level of service, $\therefore 1$ corresponds to the design capacity for t) determined level of service.

4verage highway speed is the weighted arage of the design speeds within a highway stion. Operating speed is the highest overall sed at which a driver can travel on a given rhway under favorable weather conditions d under prevailing traffic conditions, withexceeding the safe speed used for design. I the Blue Book, the data are shown in tms of the relation of design speeds to arage running speeds and in the Manual, t) relations are in terms of average highway sieds and operating speeds; however, the carall data are essentially the same. Within ty limits of practical design, operating speed, $\varepsilon$ used in the Manual, is the same as average rining speed plus 4 to $8 \mathrm{~m} . \mathrm{p} . \mathrm{h}$., as used in t) Blue Book.

Peak hour factor (PHF) is the ratio of the slume of traffic occurring during the peak lur to the maximum rate of flow during a Irt of the peak hour, usually 5 minutes for reration on freeways and 15 minutes on iersections. In the Manual this PHF is eplicable to urban freeways at service 1 els C and D and to intersections, but not t rural freeways. A low PHF indicates a sarp peaking characteristic within the hour. te upper or theoretical unity value of PHF i never attained in practice. Common IF values are about 0.8 to 0.9. Load flor at signal controlled intersections is the lio of the total number of green signal iervals that are fully utilized by traffic proaching the intersection from one direcin during the peak hour to the total number green intervals within the hour. Common lid factor values within the design range 0.2 to 0.6 .

Capacity values in the Manual are estabhed in terms of maximum numbers of pashger cars per hour under ideal conditions. ) derive the values for highway capacity lere conditions are not ideal, adjustment litors are applied to the upper limit in a ries of downward corrections. Adjustment jetors include lane width, lateral clearance, lcks and grades, buses and grades, aline-
ment, peak hour factor, traffic interruptions, passing sight distance, and load factor. However, of these, some factors are not applicable to all classes of highways. In the following discussion, only the maximum passenger car per hour values are cited. The fact that the adjustment factors need to be applied is not repeated because the application of adjustment factors always is the basic procedure. The same is true of the design capacity values cited from the Blue Book.

## Uninterrupted Flow

Procedures are given in the Manual for the calculation of uninterrupted flow capacities on different types of highways: (1) Freeways and other expressways; (2) multilane highways having no access control; and (3) 2-lane highways.

## Freeways and other expressways

Freeways and other expressways are con-trolled-access highways and have 4 or more lanes. Maximum service volumes-the design capacities-given in the Manual for the three levels of service within the framework of normal design, are listed in table 1. The average service volume per lane varies substantially in relation to the number of lanes. Depending on the PHF, the volumes of vehicles during any 1 hour may be considerably less than the maximum volumes quoted in table 1 for the levels of service. The Manual recommends that, for levels C and D, the maximum service volumes should not be exceeded during the peak 5 or 6 minutes of the hour. Also, the Manual notes a variation in service volume in relation to the alinement characteristics of the highway, expressed in terms of the average highway speed. The Blue Book covers the same variation in service volume by relating the average running speed to the design speed; this is a less precise relationship but one more convenient to use in design, where the average highway speed cannot be readily determined.

Because of the three major variables, number of lanes, peak hour factor, and average highway speed, service volumes may vary over a significant range up to the maximum values given in table 1. It is fortunate that in most of today's freeway design work, these three variables fluctuate within a rather narrow range because the designer probably would not have the necessary information on peak hour factor and average highway speed to make the precise calculations described in the Manual. Rounded values for design capacities of frecway lanes, which will fit most situations without appreciable error, are given in the Blue Book.

The average lane value of 1,000 vehicles per hour is applicable to rural freeways in level and rolling terrain according to the Blue Book. This value is within the range of level of service B as described in the Manual for 4 - 6 -, and 8 -lane freeways with $70 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. design characteristics. On such freeways the service volume will permit an operating speed of $55-60 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. , corresponding to an average running speed of $45-50 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. The average

Table 1.-Maximum service volumes for 3 levels of service within the normal design range

| Level of service | Average maximum service volumes, 1-way |  |  |
| :---: | :---: | :---: | :---: |
|  | 2-lane | 3-lane | 4-lane |
| $\begin{aligned} & \mathrm{C}_{1} \\ & \mathrm{D}_{1} \end{aligned}$ | $\begin{gathered} \text { v.p.h. } \\ 2,000 \\ 3,000 \\ (2,300) \\ 3,600 \\ (2,800) \end{gathered}$ | $\begin{gathered} \text { v.p.h. } \\ 3,500 \\ 4,800 \\ (3,700) \\ 5,400 \\ (4,150) \end{gathered}$ | $\begin{gathered} \text { v.p.h. } \\ 5,000 \\ 6,600 \\ (5,100) \\ 7,200 \\ (5,600) \end{gathered}$ |

${ }^{1}$ Numbers in parentheses show the lower limit of service volumes under ideal conditions as governed by a peak hour factor of 0.77 .
lane value of 1,200 vehicles per lane per hour as given in the Blue Book is applicable for freeways approaching urban areas and those in mountainous terrain. With this volume of traffic most freeways, regardless of number of lanes, will provide level of service C, unless the design speed is below $60 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. and then level D will be achieved. The average lane value of 1,500 vehicles per lane per hour in the Blue Book is applicable for freeways in urban areas. This volume will result in level of service $D$ in most instances. If the design speed is below $50 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. and the alinement is continuously winding, operation would fall slightly below level D. If the design speed were $70 \mathrm{~m} . \mathrm{p} . \mathrm{h}$., an 8 -lane freeway would provide a service slightly better than level D, but a 4 - or 6 -lane freeway would provide only level D. Some years ago it was concluded that freeways designed on the basis of these hourly values of traffic per lane would yield satisfactory service at reasonable cost for construction; experience has confirmed this conclusion.

## Multilane Highways Without Access Control

The maximum service volumes given in the Manual for multilane highways without access control are 1,000 vehicles per lane per hour for service level B, 1,500 vehicles for C, and 1,800 vehicles for D . These maximum service volumes are the same as the avcrage volumes per lane given in the Manual for 4-lane freeways for the same levels of service. For levels C and D the operating speed is said to be about $5 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. lower than that for freeways having the same service volumes. For freeway operation the Manual data for levels C and D give different service volumes for different numbers of lanes and for fluctuations within the hour, that is, the peak hour factor. However, for multilane highways without control of access, the service volumes per lane are the same regardless of the number of lanes and there are no peak hour factor adjustments.
In the Blue Book the design capacities for rural multilane highways and rural freeways are the same except that rural multilane highway capacities are reduced by the interference from cross traffic and roadsides. The maximum design capacity of 1,000 to 1,200 vehicles per lane on rural multilane highways
where there js little or no interference may be within level of service 13 or C , the satme as freeways chepending on the average rumning speed. The maximum design capacities of Tin) 10 gors wehicles per lane with moderate interference and info to 700 vehicles with considerable interference reflect the effect of unsignalized intersections at grade and roadside interference.

## 2-lane highways

The 2-lane highways have a restriction not existing onl multilane highways, which is the result of the need for traffic occupying the opposing lane when passing. Therefore the pereent of passing sight distance available along the route must be determined. Service volumes or design capacities are the total for both directions regardless of the distribution of traffic. The maximum service volume given in the Manual for level of service $B$ is 480 in 900 vehicles in both lanes; for level C, 1,080 to 1,400 vehicles; and for level 1), 1,600 to 1,700 vehicles. The ratge of service volumes reflects the effect of available passing sight distance, the higher volumes rach time being applicable where sight distance is not restricted.

## Maximum service volumes

The maximum service volumes for the levels of service given in the Manual correspond approximately with the maximum design capacities for the average running spreds given in the Blue Book. The maximum design capacity for an average running speed of 45 to $50 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. is 480 to 900 vehicles; for 40 to $4.5 \mathrm{~m} . \mathrm{p} . \mathrm{h} ., 680$ to 1,150 vehicles; and for 3.5 to 40 m.p.h., 1,110 to 1,500 rehicles. The indicaled range of design capacitics reffects the effect of available passing sight distance that is always applicable where there are no sight distance restrictions. The maximmm design capacity for the 45 to 50 m.p.h. ruming speed is the same as the maximum service volumes of level $B$ given in the Mamual. This average muning speed and corresponding design capacity is recommended for application in the design of most main rural 2 -lane, 2-way highways in level and in rolling terrain. The maximum design capacity for the 40 to $4.5 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. average ruming speed corresponcls approximately to level C. This average ruming speed is recommended for application in the design of 2-lane highways approaching urban areas and, wherever feasible, for 2-lane highways in mountainons terrain. The maximum design e:tpacity for the 3.5) to $40 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. average running speed corresponds approximately to level 1). This average rumning speed is reconmended for application in the design of 2-lane rumal highways in momatainous terrain where design for higher level of service is not feasible. The reduction of these designt capacities by the several adjustment factors that are applicable to the service volumes in the Manual has been largely accomplished in a series of tables (tables II-8 through II-10) of the Blue Book.

## Intersections at Grade

The method used in the 1965 Manual for determining the service volumes, as now termed, for approaches to intersections is essentially the same as used in the 1950 Manual. The source data for the most recent Manual, however, have been based upon much more research. New adjustments have been added, particularly the peak hour factorfluctuation within the hour-, the load factor-loaded cyeles within the hour-, and metropolitan area size. Level of service is defined in terms of selected load factors, that is, the larger the number of loaded cyeles within the design hour, the poorer the level of service.

The Blue Book does not furnish caparity design values for intersections, but refers the reader to the Manual. The procedures and factors shown in the Manual should be used directly for design. But if design is to be on a uniform basis, the user of the Manual must have some guidance in selecting the peak hour factor and the load factor values. Studies should be made to determine local values for these factors for the type of intersection being designed. Where such data are not available general use of a peak hour factor in the range of 0.80 to 0.90 and a load factor of 0.3 is recommended. In cities of 1 million or more the PHF should be about 0.90 and for cities of less than 100,000 about 0.80 . For cities within the range of 100,000 to 1 milllon a rounded value of 0.85 is suggested but the user is at liberty to make a more exact interpolation if he chooses. The load factor of 0.3 is that of level of service $C$, which should be a justifiable realm of design. With these guides, intersection capacity analysis follows the same general procedures and details as have been used in the past. Many designers found that the intersection capacity charts published in PUBLIC ROADS, A Journal of Highway Rescarch, February 1951, made the analysis simple and assuredly complete. A similar set of revised charts is expected to be published in the August 1967 issue of this magazine.

## Weaving Areas

The level of service afforded by a weaving section is a function of the number of lanes and of the length of the weaving area. The relation of length to level of service and service volume is shown in figure 7.4 of the Manual. The needed number of lates is determined by an equation. The curves on the graph that illustrate the relationship of needed length of weaving section to the volume of weaving traffie are numbered for correlation to the tevel of service for different highway conditions. This correlation is shown in table 7.3 of the Manual. In determining the number of lanes needed for weat ving sections, an equation is used in which the smaller of two wealing volumes is multiplied by a K factor. In the Manual the K factors are shown on the weaving chart. In the equation the service volume value (SV) is the service volume per
lane used in determining the number of la for the approach roadway.

Weaving values obtained from two chat in the Blue Book (figs. IX-16 and IXagree with those from the Manual for the 1 levels of service covered by the Blue Bo But, the information is presented somew] differently. The $40 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. curve in fig IX-16 corresponds to curve III in the Manu the $30 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. curve in figure $\mathrm{IX}-17 \mathrm{c}$. responds to curve IV in the Manual. In Blue Book, $\mathbf{K}$ factors for use in the equat for determining the number of lanes need for weaving sections are obtained from plemental charts.

The C value used in the formula in Blue Book for determining the width of weaving section is the design capacity lane of the approach roadway. C values $1,000,1,200$, and 1,500 with appropri adjustments are given in the Blue Book rural, suburban, and urban respectively, described in connection with freeways. C value or design capacity per lane of approach roadway, may also be used as serv volume (SV) if the Manual equation is u1 and the results obtained by the two meth are the same.

## Ramps

The capacity of either terminal or capacity of the cross section of the ramp control ramp capacities. Usually, ramp pacity is controlled by the terminal an Ramp terminals fall into three broad e:? gories, at-grade intersections, merging art and diverging areas. At-grade intersectis may be solved by the procedures alre discussed. The Manual gives two procedu for determining the capacity of merging : id diverging areas, one for determining level if service $A, B$, and $C$, the other for levels! and E. Usually design should provide level C or better, therefore use of the 14 procedure for design is appropriate. maximum service volumes for lane 1 , incluc if ramp traffic and through traffic, used for lel of service $B$ is 1,200 vehicles merging :id 1,300 vehicles diverging; and for level service C is 1,700 vehicles merging and 1,11 vehicles diverging. The volume of thro traffic in lame 1 depends on a number? variables and may be determined by if series of nomographs (figs. 8.3 to 8.19 ) n equations included in the Manual.

The Blue Book recommends use of equations and nomographs in the Man' It specifies the maximum volumes in lam for hase in design: 1,200 vehicles merging 1,300 vehicles diverging for rural highw: and 1,500 vehicles merging and 1,600 vehi diverging for urban highways. These mimum volumes correspond to the level service $B$ for rural areas and are within lou C for urban areas. The volumes as gith in the Manual and Blue Book differ sliglts in that the volumes given in the Maral include 5 percent trucks on an assumed 1.4 grade and the volumes given in the Blue B ${ }^{\text {k }}$ are in terms of equivalent passenger car

## NEW PUBLICATIONS

## Highway Statistics, 1965

The 21st issue of the amnual compilation of tistical and analytical tabular matter taining to Federal-aid for highways, Ithway Statistics, 1965, has recently been j: ted by the Bureau of Public Roads, I leral Highway Administration, U.S. Mpartment of Transportation. This pubItion may be ordered from the Superint dent of Documents, U.S. Government Inting Office, Washington, D.C. 20402, for $\$ 30$ a copy, prepaid.

Fighway Statistics, 1965, a 182-page publi.tion, presents information, primarily in t,ular form, on motor fuel, motor vehicles, - dier licensing, highway-user taxation, State al local highway financing, road and street neage, and Federal-aid for highways.

Highuay Statistics, Summary 10 196.5
Highway Statistics, Summary to 1965, an historical summary of information on highways, their use, and financing has recently been published by the Bureau of Public Roads, Federal Highway Administration, U.S. Department of Transportation, and is available from the Superintendent of Documents, U.S. Government Printing Office, Washington, D.C. 20402. The 178-page publication is a comprehensive statistical review of highway development in the United States through 1965, and it includes all information previously presented in the Highway Statistics summaries for 1945 and 1955, as well as information published in the annual issues of Highway Statistics through 1964.

Highway Statistics, Summary to 1965, contains statistical and analytical tables on four major subject areas. The data on motor
fuel include analysis of motor-fuel consump)tion, tax rates, and tax receipts. The section on motor vehicles includes tables on motorvehicle registration and operator's licenses, their fee schedules, and the revenues receiver therefrom and from motor-carrier taxes; this section also includes travel data. The highway finance section covers the disposition of highway user imposts, reccipts, and expenditures for highways and highway debt. Because of the interest in the subject, data for toll facilities are presented separately. For the first time, the summary includes the local highway finance and related data; these data were previously given only in the annual bulletins. The mileage section includes reports on road and street mileage existing and the mileage constructed each year, classified by system and type. The section on Federal-aid includes tables on Federal excise taxes and on Federal-aid funds, construction, and system mileage.
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list of the more important articles in Public Roads and title i) 3 ts for volumes 24-33 are available upon request addressed to B'eau of Public Roads, Washington, D.C. 20235.
he following publications are sold by the Superintendent of ) uments, Government Printing Office, Washington, D.C. 20591. $\rho$ ers should be sent direct to the Superintendent of Documents. ppayment is required.

## ANUAL REPORTS

Aual Reports of the Bureau of Public Roads :
960, 35 cents. 1963,35 cents. 1964,35 cents. 1965,40 cents. 1966, 75 cents. 1966 supplement, 25 cents.
(Other years are now out of print.)

## RPORTS TO CONGRESS

Fleral Role in Highway Safety, House Document No. 93 (1959). 0 cents.
Hihway Cost Allocation Study :
upplementary Report, House Document No. 124 (1965). \$1.00. I ximum Desirable Dimensions and Weights of Vehicles Operated n the Federal-Aid Systems, House Document No. 354 (1964). 5 cents.
I) 1965 Interstate System Cost Estimate, House Document No. 2 (1965). 20 cents.

## PBLICATIONS

AQuarter Century of Financing Municipal Highways, 1937-61, 1.00 .

A:idents on Main Rural Highways-Related to Speed, Driver, nd Vehicle (1964). 35 cents.
Agregate Gradation for Highways: Simplification, Standardizaion, and Uniform Application, and A New Graphical Evaluation Yhart (1962). 25 cents.
Aerica's Lifelines-Federal Aid for Highways (1966). 20 cents. (librating and Testing a Gravity Model for Any Size Urban Irea (1965). \$1.00.
(pacity Charts for the Hydraulic Design of Highway Culverts (Hydraulic Engineering Circular, No. 10) (1965). 65 cents. Isign Charts for Open-Channel Flow (1961). 70 cents. Isign of Roadside Drainage Channels (1965). 40 cents. Ideral-Aid Highway Map ( $40 \times 63$ inches) (1965). \$1.50. Jderal Laws, Regulations, and Other Material Relating to Highvays (1966). \$1.50.
leeways to Urban Development, A new concept for joint levelopment (1966). 15 cents.
Ighway Bond Financing . . . An Analysis, 1950-62. 35 cents. lghway Finance 1921-62 (a statistical review by the Office of Planning, Highway Statistics Division) (1964). 15 cents. ghway Planning Map Manual (1963). \$1.00.

## PUBLICATIONS-Continued

Highway Planning Technical Reports-Creating, Organizing, and Reporting Highway Needs Studies (1964). 15 cents.
Highway Research and Development Studies, Using Federal-Aid Research and Planning Funds (1966). \$1.00.
Highway Statistics (published annually since 1945) : 1966, \$1.00.
(Other years out of print.)
Highway Statistics, Summary to 1966.
Highway Transportation Criteria in Zoning Law and Police Power and Planning Controls for Arterial Streets (1960). 35 cents.
Highways to Beauty (1966). 20 cents.
Highways and Economic and Social Changes (1964). \$1.25.
Increasing the Trattic-Carrying Capability of Urban Arterial Streets: The Wisconsin Avenue Study (1962). Out of print. Appendix, 70 cents.
Interstate System Route Log and Finder List (1963). 10 cents.
Labor Compliance Manual for Direct Federal and Federal-Aid Construction, 2d ed. (1965). \$1.75.
Landslide Investigations (1961). 30 cents.
Manual for Highway Severance Damage Studies (1961). \$1.00.
Manual on Uniform Traffic Control Devices for Streets and Highways (1961). $\$ 2.00$.
Part V-Traffic Controls for Highway Construction and Maintenance Operations (1963). 25 cents.
Opportunities for Young Engineers in the Bureau of Public Roads (1965). 30 cents.

Presplitting, A Controlled Blasting Technique for Rock Cuts (1967). 30 cents.

Reinforced Concrete Bridge Members (1966). 35 cents.
Reinforced Concrete Pipe Culverts-Criteria for Structural Design and Installation (1963). 30 cents.
Road-User and Property Taxes on Selected Motor Vehicles (1964). 45 cents.
Standard Plans for Highway Bridges (1962) : Vol. III-Timber Bridges. $\$ 1.00$. Vol. IV-Typical Continuous Bridges. $\$ 1.00$. Vol. V-Typical Pedestrian Bridges. \$1.75.
Standard Traffic Control Signs Chart (as defined in the Manual on Uniform Traffic Control Devices for Streets and Highways) $22 \times 34,20$ cents- 100 for $\$ 15.00$. $11 \times 17,10$ cents- 100 for $\$ 5.00$.
The Identification of Rock Types (revised edition, 1960). 20 cents.
The Role of Economic Studies in Urban Transportation Planning (1965). 45 cents.

Traffic Assignment and Distribution for Small Urban Areas (1965). \$1.00.

Traffic Assignment Manual (1964). \$1.50.
Traffic Safety Services, Directory of National Organizations (1963). 15 cents.

Transition Curves for Highways (1940). \$1.75.
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